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Abstract

In this paper we discuss a general methodology to compute the market risk measure over long time horizons and at extreme percentiles, which are the typical conditions needed for estimating Economic Capital. The proposed approach extends the usual market-risk measure, i.e., Value-at-Risk (VaR) at a short-term horizon and 99% confidence level, by properly applying a scaling on the short-term Profit-and-Loss (P\&L) distribution.

Besides the standard square-root-of-time scaling, based on normality assumptions, we consider two leptokurtic probability density function classes for fitting empirical P\&L datasets and derive accurately their scaling behaviour in light of the Central Limit Theorem, interpreting time scaling as a convolution problem. Our analyses result in a range of possible VaR-scaling approaches depending on the distribution providing the best fit to empirical data, the desired percentile level and the time horizon of the Economic Capital calculation.

After assessing the different approaches on a test equity trading portfolio, it emerges that the choice of the VaR-scaling approach can affect substantially the Economic Capital calculation. In particular, the use of a convolution-based approach could lead to significantly larger risk measures (by up to a factor of four) than those calculated using Normal assumptions on the P\&L distribution.

1 Introduction

Banks that received approval from the Supervisors to compute regulatory capital via Internal Model Methods (IMM) usually rely on short-horizon 99\% Value-at-Risk (VaR) models for the calculation of their own funds requirements. The time horizon is usually motivated by the assumption that market positions can be hedged or liquidated in a short period\textsuperscript{1}. Besides regulatory capital, computed according to the above-mentioned practices, banks have to provide, for Pillar II purposes, an estimate of the capital required to face losses with a longer time horizon (typically one year) and more conservative percentiles. Such a cushion is usually referred to as Economic Capital (EC) for market risk, and it is aggregated to the other risks in order to assess internal capital requirements. Its calculation is based on economic principles and is linked to the bank’s own risk profile. From a market risk management point of view, EC can be interpreted as a 1-year VaR of the bank’s market exposure.

In principle, several approaches can be devised to compute losses at a 1-year time horizon, for instance:

- Scenario generation (for the risk factors) and subsequent revaluation of the portfolio, obtaining a 1-year Profit and Loss (P\&L) distribution,
- Extension of short-term market risk measures, computed for Pillar I purposes, to a longer time horizon and higher percentiles.
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The first approach, although sound in principle, has some well-known drawbacks. First, the direct calculation of such a long-term, high-percentile risk measure is undoubtedly challenging when using standard VaR models. In fact, when employing historical simulation or Monte-Carlo (MC) methods, the accurate estimation of a 1-year P&L distribution is not an easy task, either because of the limited length of available time series of risk-factor shocks or because of the questionable reliability of the assumptions on risk-factors dynamics needed in MC simulations. Also, the need for determination of high percentiles of the distribution critically increases the number of required scenarios. Moreover, scenarios for the risk factors strongly depend on hypotheses on the drift, which is not easy to estimate on a historical basis. Finally, it embeds the assumption of freezing the bank’s positions during the entire time interval, while in reality the portfolio composition evolves in time due to hedging and rebalancing.

On the contrary, using the second methodology to apply a time scaling to the 1-day P&L distribution one can bypass the above-mentioned difficulties. In this case, it is assumed that hedging and rebalancing can be done (under liquidity assumptions) over the chosen time horizon, implying a constant level of risk taken by the bank in its trading activity. Moreover, the second approach has the advantage of relying (for IMM banks) on models used into day-to-day activity and already approved to compute regulatory requirements.

In this paper we focus on the latter approach and we develop a robust methodology to extend Pillar I VaR to longer time horizons and extreme percentiles. Although most of our considerations implicitly refer to VaR models based on historical simulation, the developed approach is valid also for MC models without loss of generality. The only needed assumption is that the short time horizon at which VaR is computed can be safely assumed as a typical rebalancing time scale for the portfolio. As a consequence, we model the P&L over subsequent time steps using independent and identically distributed (iid) Random Variables (RVs). The core of our approach lies in applying the scaling by means of convolution, and interpreting the results in the light of the Central Limit Theorem, specifically deriving conditions under which the long-term P&L distribution converges to the Normal limit. Our analyses result in a generalized VaR-scaling methodology to be used in the calculation of Economic Capital, depending primarily on the properties of the short-term P&L distribution. Essentially, using both analytical and empirical evidence, we show that:

- If the P&L distribution has an exponential decay, the scaling of VaR can be correctly estimated using the standard square-root-of-time rule (SRTR), since the long-term P&L distribution converges to the Normal quickly enough;
- If the P&L distribution has a power-law decay, the SRTR can be safely applied only if the tails are not too fat. Otherwise, the SRTR cannot be applied and the long-term P&L distribution has to be estimated explicitly. In this latter case, the resulting EC can be significantly larger than what would be calculated assuming normality of the distribution.

While the specific results on EC calculations refer to confidence levels and time horizons of practical relevance, our analytical derivation is general.

The literature about VaR extrapolation with respect to quantile and time-horizon changes is quite large and diversified. In general, most research papers deal with going beyond the standard Normal (SRTR) approaches, which are widespread among practitioners: there is an overall agreement on the inefficiency of the SRTR for the estimation of long-term VaR, since the underlying hypothesis of Normal RVs is usually not supported by empirical data. This fact was already observed by Dorst et al. (1993) and Christoffersen et al. (1998) and further analysed in more recent years. From this point of view, we deem this paper original in the sense that we found few references explicitly dealing with VaR extensions focusing on the portfolio P&L distribution (rather than the RVs on which the P&L distribution depends) and aiming at an accurate calculation of EC. In fact, VaR scaling has been discussed with respect to the dynamics of the relevant RVs in several research papers, such as those of Kinateder et al. (1999) and, more recently, Oeuvray et al. (2010) and Degiannakis et al. (2014). Also the paper of Danielsson et al. (2006), whose results will be recalled in more detail in the following, applies this approach to show that, when returns follow a stochastic jump-diffusion process, the use of the SRTR could induce a downward bias in risk estimation. A similar effect about the bias dependence on the simulated process was observed also by Wang et al. (2011). In some sense, our work can be related with that of Skoglund et al. (2012),

2Most VaR models rely on historical time-series to estimate their parameters.
where the scaling of VaR is analysed in connection with different trading strategies over time, although their work focuses on 1-day to 10-day extensions, not dealing with longer time horizons and extreme percentiles. Further discussion on VaR time scaling, although not closely related to the results derived here, can be found in the works of Hamidieh et al. (2010) (extension of daily VaRs to 5 and 10 days using empirical scaling factors), Embrechts et al. (2005) (overview of long-term modelling methods for risk factors), Engle et al. (2004) (econometric model for the time behaviour of distribution quantiles) and in the references therein.

The paper is structured as follows. In Section 2 we introduce the concept of VaR scaling and the major challenges in its computation, besides reviewing the current market practices and their mathematical assumptions. In Sections 3 and 4 we present our theoretical results on VaR scaling, starting from the assumptions on the underlying probability distributions. We also provide some examples using empirical datasets to complement the highlights of the derivation. Finally, in Sections 5 and 6 we apply our analytical results to a test equity trading portfolio and describe their implications in practical EC calculations.

2 Value-at-Risk Scaling

The problem of Value-at-Risk scaling concerns the extension of a certain VaR measure to a different confidence level or time horizon. Formally, setting \( t_0 = 0 \), Value-at-Risk VaR(\( \alpha, T \)) at confidence level \( 1 - \alpha \) and time horizon \( T - t_0 = T \), is implicitly defined as:

\[
1 - \alpha = \int_{-\infty}^{\text{VaR}} p(x(T)) \, dx(T) \tag{1}
\]

where \( x(T) \) is the Profit & Loss (P&L) over time horizon \( T \) and \( p \) is its probability density function (PDF). In general, the goal of VaR scaling is to estimate the unknown function \( h(\cdot) \) such that:

\[
\text{VaR}(\alpha', T') = h(\text{VaR}(\alpha, T)) \tag{2}
\]

for \( \alpha' \neq \alpha \) and \( T' \neq T \).

In this work we assume, as is commonly done for practical reasons, a zero mean for both the short-term and the long-term P&L distributions. Over a 1-day horizon the empirical mean is usually very small, and can be assumed to be zero without any impact. However this may not hold for the long-term distribution, since the mean propagates linearly with time (under the assumption of iid RVs), possibly growing to macroscopic values after the scaling. This problem is discussed by Blake et al. (2000), who show that using the SRTR and ignoring the mean in VaR calculations can lead to wrong estimations of the risk measure. On the other hand, such a scaling of the mean would be difficult to justify in statistical terms, since the sample uncertainty of the empirical estimation of the short-term mean is typically comparable to the value itself. Therefore we deem reasonable to set the long-term mean to zero, too, in order to ensure robustness and avoid dependence on initial conditions.

A common methodology to estimate the Economic Capital using VaR scaling is based on the assumption of normality of the P&L distribution, and relies on the following steps:

- Application of the SRTR to compute the scaling of the chosen percentile

\[
x_{\alpha}(T') = x_{\alpha}(T) \cdot \sqrt{\frac{T'}{T}} \tag{3}
\]

with \( x_{\alpha} \) denoting the percentile corresponding to confidence level \( \alpha \);

- Normal approximation of the P&L distribution at any time-horizon (setting the mean to zero), therefore making the change of percentile a trivial task.

With this simple methodology, assuming that 1 year is equal to 250 (open) days, the Economic Capital at confidence level \( 1 - \alpha \) can be calculated as:

\[
\hat{\text{VaR}}(\alpha, 1y) = \sqrt{250} \frac{F_N^{-1}(\alpha)}{F_N^{-1}(0.01)} \text{VaR}(0.01, 1d) \tag{4}
\]
where \( F^{-1}_N(x) \) is the inverse Normal Cumulative Distribution Function (CDF) and \( \text{VaR}(0.01, 1d) \) is the estimated daily VaR at confidence level 99%.

In this work we generalize this simplistic approach by deriving a VaR-scaling methodology based on the following steps:

1. Fit of the short-term (1-day) P&L distribution, in order to choose the PDF with the highest explanatory power;
2. Calculation (either analytical or numerical) of the long-term (1-year) P&L distribution, based on the chosen PDF class;
3. Computation of the Economic Capital as the desired extreme-percentile VaR-measure of the long-term P&L distribution.

Although our analytical results refer to a generic tail percentile \( \alpha \), numerical examples are provided for confidence level \( 1 - \alpha^* = 99.93\% \). Common choices for confidence levels in Economic Capital models typically range from 99.91% to 99.99%; as it will be shown in Section 4 our results hold in this entire percentile range.

3 Modelling P&L distributions

3.1 Introducing theoretical PDFs

The first step of our generalized VaR-scaling approach is to analyse empirical P&L distributions in order to choose, among some candidates, the PDF with highest explanatory power. In practice it is often difficult to justify which function class provides the best fit for empirical P&Ls, since the amount of available data is usually not enough to span extreme percentiles efficiently. Consequently, we analyse fit performances also with respect to time setting and data availability.

The idea of this work is to benchmark the Normal distribution using two leptokurtic PDFs for fitting the datasets:

- Normal distribution (N)
  
  \[
  p_N(x; \mu, \sigma, T) = \frac{1}{\sqrt{2\pi\sigma^2T}} \exp \left[ -\frac{(x - \mu T)^2}{2\sigma^2T} \right]
  \]

  with daily mean \( \mu \), daily standard deviation \( \sigma \), and time horizon \( T \).

- Student’s t-distribution (ST)
  
  \[
  p_{ST}(x; \mu, \sigma, \nu) = \frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\sigma\sqrt{\nu\pi\Gamma\left(\frac{\nu}{2}\right)}} \left[ 1 + \frac{(x - \mu)^2}{\nu} \right]^{-\frac{\nu+1}{2}}
  \]

  with mean \( \mu \), scale factor \( \sigma \) and \( \nu \) degrees of freedom. In this definition no time horizon \( T \) appears, since the time scaling of the distribution is not available in a simple analytical form (this will be discussed below). The Student’s t-distribution already has numerous successful applications in finance, ranging from the modelling of empirical equity returns (Platen et al. (2008)) to copula approaches for credit risk management (Cherubini et al. (2004)).

- Variance-Gamma distribution (VG)
  
  \[
  p_{VG}(x; \mu, \sigma, k, \theta, T) = \sqrt{2e^{\frac{\theta(x-\mu T)}{\sigma^2}} \left( \frac{|x-\mu T|}{\sigma^{\frac{\theta}{2}} \sqrt{\Gamma\left(\frac{1}{\theta}\right)}} \right)^{\frac{\theta}{2}}} \frac{\Gamma\left(\frac{\theta}{2}\right)}{\sigma^{\frac{\theta}{2}} \sqrt{\pi k}} K_{\frac{\theta}{2}} -\frac{|x-\mu T|}{\sqrt{\frac{2\sigma^2}{k} + \theta^2}} \left( \frac{|x-\mu T|}{\frac{2\sigma^2}{k} + \theta^2} \right)^{\frac{\theta}{2}}
  \]

Historically a confidence level of 99.93% was linked to the bank’s target rating A (according to the Standard & Poor’s scale) while, according to more recent surveys (see, eg, Mehta et al. (2012)), this relationship no longer holds.

For example, in order to obtain on average at least one observation at 0.1% percentile level one should consider about 1500 iid observations. A reasonable empirical estimation of that percentile level should require about \( 10^5 \) observations. On the contrary, the typical number of available data is around 500.
with daily mean \( \mu \), scale factor \( \sigma \), asymmetry factor \( \theta \), shape factor \( k \) and time horizon \( T \). The VG distribution (or VG process) was first introduced in finance to model asset returns Madan et al. (1990), and has subsequently been widely applied to option pricing (see Madan et al. (1998); Hirsa et al. (2004) and Lemmens et al. (2010)) and credit risk modelling (Luciano et al. (2006)).

In the above formulas \( \Gamma(x) \) is the Gamma function and \( K_z(x) \) is the modified Bessel function of the second kind.

As a consequence of these different trends, risk estimations can be strongly affected by the choice of the underlying PDF and the desired confidence level.

For a visual comparison, in Fig. 1 we plot the three distributions with the same mean and variance and attempt to estimate VaR at different confidence levels. The probability that an extreme event occurs depends on the confidence level used to define the extreme event itself. For the confidence level range \( 0.011 < \alpha < 0.047 \) (corresponding to percentiles \( -5.718 < x_\alpha < -3.750 \)) VG implies a VaR larger than both Normal and ST distributions while, at lower confidence levels \( \alpha < 0.011 \) (or \( x_\alpha < -5.718 \)) the largest VaR is implied by ST, because of its slower power-law decay. The Normal CDF implies the largest VaR only at high confidence levels (\( \alpha > 0.047 \) or \( x_\alpha > -3.750 \)).

### 3.2 Fit performances over time

We tested the performance of the three considered function classes in explaining the 1-day P&L distributions of the IBM stock over 1 year. In all the cases, to match practical conditions, the number of observations (ie, the historical depth of the considered 1-day P&Ls) is \( N = 500 \). The fit was obtained...
by minimizing the mean squared error (MSE) between theoretical and observed CDFs in the cases of ST and VG distributions, and by moment matching in the Normal case. In general, the observed P&L distribution is hardly compatible with a Normal while, on the contrary, VG and ST give better fit results.

In Fig. 2 we show the MSE trend for each theoretical CDF using 250 P&L strips obtained considering a rolling window of 500 observations: in general it is difficult to determine whether the VG or ST distribution provides a better agreement with empirical data. Consider, for example, the IBM P&L distribution as of dates 21/09/2010 and 12/09/2012, which we plot in Figs. 3a and 3b respectively. In the former case the better fit is achieved by ST (smaller MSE than VG), while in the latter the outcome is opposite.

![Figure 2](image2.png)

**Figure 2:** Interpolation error over time for the Normal (N), Student’s $t$- and Variance-Gamma (VG) distributions obtained considering 250 P&Ls strips (each made by 500 observations) of IBM. Data refers to the period 15/09/2011-12/09/2012.

![Figure 3](image3.png)

(a) Date: 21/09/2010.  
(b) Date: 12/09/2012.

**Figure 3:** Fit of IBM’s empirical CDF of returns with Normal (N), Student’s $t$- (ST) and Variance-Gamma (VG) distributions. While on 21/09/2010 (left) the interpolation error for the ST is smaller than for VG, the outcome is opposite on 12/09/2012 (right).
3.3 Data availability

Uncertainty on the choice of the theoretical CDF yielding better fit results is often increased by the limited sample size. As an example, we focused again on the fit performances for IBM’s returns. When using an arbitrary subset of 500 observations the fit results do not allow to state whether VG or ST provides a better description of the tails (Fig. 4a) (see above discussion). On the contrary, when considering the whole available time series (8000 observations) the outcome changes. In this case it is evident that the ST distribution has a better explanatory power for the tail behaviour of the distribution (Fig. 4b).

In practice, the number of observations available for VaR measurements at portfolio-level is typically of the order of 500, meaning that the tail behaviour of the P&L distribution cannot be empirically characterized with certainty, and further analyses are required.

![Figure 4: Fit of IBM’s empirical CDF of returns with Normal (N), Student’s t- (ST) and Variance-Gamma (VG) distributions, considering a subset of the historical time series (left) and the whole available time series (right). While with a small number of observations VG and ST yield similar fit results, with 8000 observations ST clearly provides the best performance.](image)

In conclusion, the determination of the PDF providing the best fit to empirical P&L distributions is a challenging task. Within a VaR-scaling framework this is even more crucial as it poses the basis on which subsequent numerical or analytical calculations are carried out. In general, any assumption on the theoretical CDF to be used for economic capital calculations shall be justified with great care after in-depth analyses, as its empirical characterization is in principle not possible. One may say that these difficulties compensate the relatively straightforward methodology that lies behind scaling techniques for extending market-risk measures.

4 Time Scaling

4.1 Computing the long-term P&L distribution: Convolution and the Central Limit Theorem

As introduced in Sec. 2 in practice it is very difficult to obtain P&L distributions over long time horizons. This problem can be overcome by borrowing some concepts from functional analysis: the long-term PDF can be calculated (either analytically or numerically) starting from the short-term PDF by means of convolution.

Suppose we start at time zero with the knowledge of the P&L distribution over time horizon $\Delta t$ and need to obtain the P&L distribution over time horizon $T = n\Delta t$. Formally, we denote with $X(\Delta t)$ the RV with values $x(\Delta t) \in \mathbb{R}$ representing the P&L over time horizon $\Delta t$. At each time-step $\{\Delta t, 2\Delta t, ..., n\Delta t = T\}$ a new draw is performed from the same distribution. Denoting the P&L from time $(k - 1)\Delta t$ to time $k\Delta t$ with $x_k(\Delta t)$, the realized P&L from time zero to time horizons
\{\Delta t, 2\Delta t, \ldots, n\Delta t = T\} is given by the sequence

\[
P\&L_{0\to\Delta t} = x_1(\Delta t) \\
P\&L_{0\to2\Delta t} = P\&L_{0\to\Delta t} + x_2(\Delta t) = x_1(\Delta t) + x_2(\Delta t) \\
\vdots \\
P\&L_{0\to T} = P\&L_{0\to(n-1)\Delta t} + x_n(\Delta t) = x_1(\Delta t) + x_2(\Delta t) + \ldots + x_n(\Delta t) = \sum_{k=1}^{n} x_k(\Delta t)
\]

(10)

On the other hand, the PDF of the sum of two independent RVs is given by the convolution of their individual distributions. In our case this reads

\[
p(y) = \int_{-\infty}^{+\infty} p(y - x_1(\Delta t))p(x_1(\Delta t))dx_1(\Delta t)
\]

(11)

with \(y = x_1(\Delta t) + x_2(\Delta t)\), for the first step \((\Delta t \rightarrow 2\Delta t)\) and continues similarly up to \(T = n\Delta t\). Applying \(n\) times the convolution operator to the initial \(\Delta t\)-P&L distribution it is possible to obtain the \(T\)-P&L distribution, which is the one that is relevant to Economic Capital calculations. In the Normal case, this result leads to well-known SRTR. An analytical form for the convolution can be obtained also for the VG distribution (see Eq. (7)) while we rely on the convolution theorem combined with the Fast Fourier Transform (FFT) algorithm to estimate the convolution in the ST case.

At this point, a natural question would be if it is possible to obtain an asymptotic behaviour of the \(n\)-times \((n \rightarrow \infty)\) convoluted PDF for a given distribution family. As we are dealing with a sum of iid RVs it is possible to apply the Central Limit Theorem (CLT) to our problem. Specifically, if \(\mu \Delta t\) and \(\sigma \sqrt{\Delta t}\) are the expected value and the standard deviation of RV \(X\), under some mild assumptions on its PDF \(p_D(x; \cdot)\) the \(n\)-times convoluted distribution of \(X\) satisfies:

\[
\lim_{n \to +\infty} \left\{ P(\alpha < \sum_{i=1}^{n} x_i < \beta) \right\} = \int_{\alpha}^{\beta} \frac{1}{\sqrt{2\pi}\sigma n \Delta t} e^{-\frac{(x-\mu n \Delta t)^2}{2\sigma^2 n \Delta t}}
\]

(12)

for all finite \(\alpha\) and \(\beta\). In simple words, the distribution of the sum of iid RVs converges (as \(n\) goes to infinity) to a Normal distribution with a suitably rescaled mean and variance. Formally, the above identity holds only when \(n \rightarrow \infty\); for finite \(n\) it is understood that the CLT only concerns the central region of the distribution, which has to be quantified in some way.

This crucial result implies that, if the percentile considered for VaR estimation purposes falls into the central region of the distribution in the sense of the CLT after convolving, it will be possible to approximate the \(n\)-times convoluted distribution with a Normal. For example, if we assume that at time \(T = n\Delta t\) the CLT holds for percentile \(x_{\alpha}\) of a generic distribution \(p_D(x; \cdot)\), then

\[
VaR_D(\alpha, T) \approx F_N^{-1}(\alpha; \mu T, \sigma \sqrt{T}) = VaR_N(\alpha, T)
\]

(13)

where \(F_N^{-1}(x; \mu T, \sigma \sqrt{T})\) is the Normal inverse CDF with mean \(\mu T\) and standard deviation \(\sigma \sqrt{T}\). When, on the contrary, the number of time steps is not enough to obtain convergence, the resulting P&L distribution has to be computed by convolving the initial PDF \(n\) times. This approach is more problematic since its outcome depends strongly on the quality of the initial PDF characterization, besides being computationally intensive.

The above considerations have a deep meaning. Take, for example, the ST distribution in a percentile region such that, for \(\Delta t = 1d\), \(VaR_{ST}(\alpha, 1d) > VaR_N(\alpha, 1d)\). Then, from Eq. (13) it is clear that, by continuity assumptions, the time scaling for ST should be slower than \(\sqrt{T}\), as sketched in Fig. 5. From this point of view, a naive SRTR approach focused on the scaling of a certain extreme percentile (as in Eq. (3)) can be deemed conservative, overestimating the measures of risk:

\[
VaR_{ST}(\alpha, 1d)\sqrt{T} > VaR_{ST}(\alpha, T) \geq VaR_N(\alpha, T)
\]

\(^a\)We use here the classical Lindeberg-Lévý formulation.
Figure 5: Schematic representation of the time scaling of Normal (N) and Student’s t- (ST) distributions.
If the CLT holds (ie, if \( T \) is large enough), the ST VaR converges to the Normal VaR.

However, put in another way, the above result implies that, whenever the percentile considered for VaR estimation does not fall into the CLT convergence region, the VaR implied by ST is always larger than the standard Normal VaR. These results can be considered a generalization of those of Danielsson et al. (2006), since their derivation relies on the assumption that the CLT holds and this is not the case for the very large percentiles considered here. The bias in the risk estimation, consequently, can be positive or negative depending on the confidence level considered for VaR estimations.

4.2 Convergence to the Normal limit

The conditions under which the central region of a given distribution is sufficiently “Normal” have to be quantified. Moreover, the central region itself needs to be defined in some sense. For a visual comparison, in Fig. 6 we plot a number of subsequent convolutions of ST and VG PDFs (with the same initial variance) besides the limit-case Normal distribution. It is already clear from the plots that, while in the VG case convergence is achieved after few convolutions, in the ST case the trend is much slower. We analyse both cases in the following.

4.2.1 Student’s t-distribution

We propose here a method for determining when, and for which value of parameter \( \nu \), the convoluted ST distribution converges (up to the desired quantile \( \alpha \)) to the Normal distribution. We are interested in defining a critical P&L value \( x^* \) beyond which the two distributions start to become substantially different. Following the derivation of Bouchaud et al. (1998), we define this quantity implicitly as the point where the two distributions intersect before decaying to zero at infinity. Using Eqs. (5) and (8) we have:

\[
\frac{1}{\sqrt{2\pi\sigma^2(\frac{\nu}{\nu-2})}} \exp \left[ -\frac{x^2}{2\sigma^2(\frac{\nu}{\nu-2})} \right] = \frac{\Gamma(\frac{\nu+1}{2})}{\sqrt{\pi\Gamma(\frac{\nu}{2})}} \frac{(\sigma\sqrt{\nu})^\nu T}{x^\nu+1}
\]

where the variance of the ST distribution is given by \( \sigma^2\nu/(\nu-2) \). To solve Eq. (14), we guess a solution of the form

\[
x^* = \sigma\sqrt{\frac{\nu}{\nu-2}}\sqrt{T\log(T\psi)}
\]

where \( \psi \) is a parameter to be adjusted. Substituting Eq. (15) in Eq. (14) we have

\[
\frac{1}{\sqrt{2\pi T^{1/2}}} = \frac{\Gamma(\frac{\nu+1}{2})}{\sqrt{\pi\Gamma(\frac{\nu}{2})}} \frac{(\nu-2)^{\nu/2}}{T^{\frac{1}{2}}(\log(T\psi))^{\frac{\nu}{2}}}
\]
Figure 6: Convoluted Student’s t- (top) and Variance-Gamma (bottom) distributions at the increase of time, on top of the limit-case Normal distribution. In the ST case, the differences between the two are still visible after $n = 250$ convolution steps. The starting variance is $\sigma^2 = 5$ in all cases. The other parameters are the same as those of Fig. 1.

The above equation cannot be solved exactly for $\psi$. Since in this context we are in any case interested in deriving an analytical approximation for the quantity $x^*$, we now simplify Eq. (16) taking into account just the leading terms. In order to match the convergence speed as $T$ increases we have:

$$\frac{\psi + 1}{2} = \frac{\nu - 1}{2}$$

(17)
ψ = ν - 2. Substituting this result in Eq. (15) we obtain the time-scaling behaviour of the critical value

$$x^* = \sigma \sqrt{\nu} \sqrt{T \log(T)}$$

(18)

This result shows that, as already visible in Fig. 6a, the convergence to the Normal is relatively slow as time increases.

Starting from Eq. (15), it is possible to estimate the percentile level at which the convergence condition for the ST distribution (defined above) is satisfied after exactly one year, as a function of $\nu$:

$$P(\sigma \sqrt{\nu} \sqrt{T \log(T)} < x < +\infty) = \int_{\sigma \sqrt{\nu} \sqrt{T \log(T)}}^{+\infty} \frac{\Gamma \left( \frac{\nu + 1}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{\nu}{2} \right)} \left( \sigma \sqrt{\nu} \right)^{\nu/2} \frac{T^{\nu/2}}{x^{\nu+1}} \, dx$$

(19)

$$= \frac{(\nu + 1) \Gamma \left( \frac{\nu + 1}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{\nu}{2} \right)} \frac{1}{T^{\nu/2} \left( \log(T) \right)^{\nu/2}}$$

(20)

If we impose in the above formulas $P = 0.07\%$ and $T = 1$ year, we obtain $\nu^* = 3.41$. This means that, using the above-defined criterion for defining the CLT convergence region for the ST distribution, the critical value $\nu^*$ discriminates between

- Convergence regime ($\nu > \nu^*$): for large values of $\nu$ convergence is achieved before $n = 250$ convolution steps. This agrees with the limit condition ($\nu \to +\infty$) for which the ST distribution becomes a Normal distribution
- Non-convergence regime ($\nu < \nu^*$): for small $\nu$, even after $n = 250$ convolutions the PDF is significantly different from its Normal limit. Indeed, the fewer the degrees of freedom the fatter the tails of the ST, and the more different from the Normal

In Fig. 7 we show the dependence of the critical value $\nu^*$ on the percentile considered for the economic capital calculation. The qualitative outcomes of our analysis hold for all the percentile levels typically considered in such measures. As expected, as the desired confidence level becomes smaller, the implied critical value $\nu^*$ becomes larger, meaning a slower and slower convergence of the convoluted distribution to the Normal.

![Figure 7: Critical value of $\nu$ as a function of the tail confidence level, calculated according to Eq. (19).](image)

We stress that the convergence condition derived above (Eqs. (14) to (19)) relies on an asymptotic approximation of the leading terms in the expressions. Therefore, it is meant to be used as a rule-of-thumb for discerning between different limit cases. We will show in Section 5 and Appendix A that

Note that this relationship does not depend on the parameter $\sigma$. 

[7]
essentially our $\nu^*$ efficiently discerns between convergence and non-convergence regimes. In particular, the relative difference between EC estimated using the Normal distribution and EC estimated using the ST distribution is small when $\nu \geq \nu^*$.

4.2.2 Variance-Gamma distribution

In the Variance-Gamma case the convergence to the Normal distribution takes place in a much quicker way, in principle because both distributions are exponentially decaying. Instead of defining an analytical criterion for checking convergence to the Normal (as done in the ST case above), we provide just a numerical example to prove that convergence is already achieved at extreme percentiles even after few convolutions. Since in a typical VaR-scaling exercise one would have to extend a daily or a weekly VaR measure to an observation time of 1 year, it is sufficient to show that for $n \geq 50$ the two CDFs are hardly distinguishable.

We show the results of this test in Fig. 8, plotting the relative difference between the Variance-Gamma and Normal CDFs in a percentile region of interest (in Normal terms, between $2\sigma$ and $5\sigma$). One can see that, already for $n = 50$, the relative deviation at $4\sigma$, corresponding to $P_N(x < -4\sigma) \approx 0.006\%$ is smaller than 2%. By observing the trend of Fig. 6b we conclude that, for $n = 250$, the relative differences between the two distributions are immaterial for all calculation purposes.

Figure 8: Absolute relative difference between Variance-Gamma and Normal CDFs. The $x$-axis is rescaled by the Normal standard deviation $\sigma$.

5 Application to a test portfolio

In this section we present empirical results obtained applying our VaR-scaling methodology to a test equity trading portfolio. To set it up, we chose from the FTSE Index 10 stocks on which we built $\Delta$-hedged positions using at-the-money European call options. The test portfolio was built in order to mimic the behaviour of realistic positions, although with limited size to be tractable in our numerical experiments. The (hedged) option positions introduce non-linearity and asymmetry in the P&L distribution. The options are struck ATM in order to have maximum time value and convexity, and to rely on most liquid data for their valuation. The 1-day VaR was calculated using historical simulation (ie, applying historical shocks to the relevant risk factors) as of date 11/02/2014. A description of the portfolio simulation technique is provided in Appendix B.

8 As in the above examples, for the VG $\theta = 0$ and $k = \frac{1}{2}$.
9 The zero value around $x \approx 3\sigma$ is related to the point where the Normal and VG CDFs intersect.
10 In principle the whole volatility surface is quoted, but for most of the single stocks liquid quotes are available only around ATM.
Since it would have been pointless to perform this exercise with an unique combination of weights given to the stocks, we decided to repeat the analysis varying each stock’s weight randomly. In this way, using a high number of repetitions ($N = 10000$), we were able to derive the statistical properties of the portfolio with respect to asset allocation. To give an example of how the distributions look like, in Fig. 9 we plot the P&Ls relative to one of the $N$-considered weights combinations. The fits of Normal, ST and VG distributions are plotted on top of the histogram.

In the following, we comment on the results of our analysis with focus on the Student’s $t$-distribution parameter $\nu$ and its statistical behaviour induced by changes in asset allocation.

![Figure 9: Example of a P&L distribution relative to one of the $N = 10000$ randomly-generated weights combinations. The Normal (N), Student’s $t$- (ST) and Variance-Gamma (VG) fits are plotted on top.](image)

### 5.1 Goodness-of-fit

As already observed in the IBM case (Sec. 3), the ST and VG distributions perform better than the Normal in explaining portfolio returns. To measure the goodness-of-fit, we used the mean ($m$) and standard deviation ($std$) of the MSE over the $N$ samples. The Normal yields the worst performance, with $m_N \approx 0.07$ and $std_N \approx 0.01$. The ST distribution achieves better results with $m_{ST} \approx 0.021$ and $std_{ST} \approx 0.003$, while the VG distribution yields $m_{VG} \approx 0.011$ and $std_{VG} \approx 0.003$.

We performed further analyses in order to assess the effect of the skewness in the fit performance. Specifically, we redid the fit constraining the VG function to be symmetric (setting $\theta = 0$), obtaining new values $m_{VG} = 0.020$ and $std_{VG} = 0.003$, comparable with the ST figures, as expected. Moreover, we performed an additional test using a non-central Student’s $t$-distribution, obtaining MSE results in line with those of the unconstrained VG.

These outcomes are in line with what discussed in Sec. 3 regarding the explanatory power of the considered theoretical CDFs, ie, the fit performances of ST and VG distributions are comparable. Secondary effects are induced by the skewness of the P&L distribution, and in any case they do not alter significantly the outputs of our analyses performed with the symmetric ST distribution.

### 5.2 Student’s $t$-distribution parameter $\nu$

In Fig. 10 we plot the PDF of the fitted values for parameter $\nu$ of the ST distribution. If we take into consideration what was derived in Sec. 4 we see that the values are generally quite low. In detail, a weight extracted from a uniform $(0,1)$ distribution was applied to each stock.

---

11 A weight extracted from a uniform $(0,1)$ distribution was applied to each stock.
Figure 10: Histogram (PDF) of the $N = 10000$ fitted values for parameter $\nu$ of the Student’s $t$-distribution.

with mean $\nu = 3.13$, standard deviation $\sigma_{\nu} = 0.81$ and approximately 70% of outcomes lying below the convergence threshold $\nu^* = 3.41$ defined above, we conclude that if it is assumed (or empirically verified) that empirical portfolio returns are best approximated by a ST distribution, it may be not possible to apply the CLT for treating the long-term P&L distribution as a Normal, since convergence is not achieved at typical confidence levels over a 1-year time horizon. On the contrary, convolution of the short-term P&L distribution has to be carried out explicitly.

In the opposite case, i.e., when portfolio returns can be modelled by a high-$\nu$ ST distribution, the CLT can be applied, and the terminal distribution can be treated as a Normal. Given the empirical variance over one step $\sigma^2_{ST}(\Delta t)$, the $T$-convoluted variance of the limiting Normal distribution is simply given by $\sigma^2_{N}(T) = \sigma^2_{ST}(\Delta t)T$.

5.3 VaR calculation

After focusing on the explanatory power of the three distributions we discuss the outcomes of the actual VaR calculations, which we performed in two ways:

- **Normal VaR**: through application of the CLT, the 1-year P&L distribution is a Normal with

  $\mu(T) = \mu(\Delta t)T = 0$

  $\sigma^2(T) = \sigma^2(\Delta t)T$

  where $\mu(\Delta t)$ and $\sigma(\Delta t)$ are the mean and standard deviation of 1-day returns, respectively.

- **Convoluted VaR**: given the short-term fitted PDF $p_D(x; \cdot)$, convolve it $n = 250$ times to extract the long-term PDF. This step is executed in different ways depending on the nature of $p_D(x; \cdot)$:

  - If $p_D$ is a VG distribution, the long-term PDF is given by Eq. (7). Essentially, as shown in Sec. 4 for our time horizon and percentile level the resulting PDF is identical to what would have been obtained applying the Normal VaR approach outlined above;

  - If $p_D$ is a ST distribution, the long-term PDF can be estimated numerically by explicitly convolving $p_D$. We performed this calculation using the Fast Fourier Transform algorithm.
In Fig. [11] we show the calculated 1-year VaR for different portfolio weights, as a function of the corresponding $\nu$ coefficient of the ST distribution. Since the portfolio composition varies across the sample, it is more convenient to plot in the $y$-axis the ratio $\frac{\text{VaR}_{\text{ST}}}{\text{VaR}_{\text{N}}}$ instead of the absolute VaR figures. As expected, the ST convoluted VaR is generally equal to the Normal VaR in the ST convergence regime ($\nu > \nu^*$)\(^{12}\). Below the threshold, on the contrary, the ST distribution implies higher VaR levels than the Normal.

Remarkably, the ST VaR grows as high as about four times the Normal VaR as $\nu$ becomes smaller, i.e., as the tails of the P&L distribution become fatter and fatter.

### 6 Summary and Conclusion

In this paper we derived a generalized VaR-scaling methodology for the calculation of the bank’s economic capital. We considered three PDFs for fitting empirical P&L distributions and derived accurate scaling rules for each of them. Starting from the knowledge of a short-term (1-day) distribution, modelling P&Ls with iid RVs at each time-step we defined the long-term (1-year) distribution by means of convolution. We also derived the asymptotical properties of the long-term distribution in light of the CLT and investigated, both qualitatively and quantitatively, the convergence conditions under which the CLT can be applied to the considered PDFs for simplifying the EC estimation problem. In particular, we present an intuitive interpretation of the VaR-scaling problem, allowing to realize whether the implied EC will be over- or underestimated by the usage of the SRTR, given a characterization of the tail behaviour of the short-term P&L distribution.

The results of this analyses are a range of possible VaR-scaling approaches which depend on

- the PDF which is chosen as best fit for short-term empirical data,
- the desired confidence level $1 - \alpha$ and
- the time horizon $T$ of the Economic Capital calculation.

Our numerical examples refer to a typical setting of $1 - \alpha = 99.93\%$ and $T = 1$ year, but our analytical results are valid for any tail confidence level and time horizon. We provide a summary of the possible VaR-

\(^{12}\)The ratio $\frac{\text{VaR}_{\text{ST}}}{\text{VaR}_{\text{N}}}$ does not converge exactly to 1 (on average). This small bias can be explained considering that the different calibration procedures (moment matching for the Normal and MSE minimization for the ST distribution) may imply a slightly different starting variance for the P&L distribution.
scaling techniques outlined in the previous Sections in the flowchart of Fig. 12. The main discriminant lies in whether the long-term theoretical P&L distribution has reached Normal convergence or not, given a certain prior knowledge of the short-term P&L distribution. When assuming an exponential behaviour of the tails of the PDF (ie, Normal and Variance-Gamma cases), the CLT can be safely applied and the long-term distribution is a Normal whose percentiles can be trivially computed. When, on the contrary, a power-law decay is assumed (ie, the Student’s \( t \)-distribution case), the CLT can be applied only if the number of degrees of freedom \( \nu \) is greater than a critical value \( \nu^* \) which depends on the percentile level and the time horizon. If this is not the case, one needs to compute the \( T \)-convolution explicitly. Unfortunately, as outcome of our empirical assessment on a test equity trading portfolio, it appears that this last case could be common in practice, because:

- We found that the Student’s \( t \)-distribution provides the best fit for empirical P&L distributions, when the number of observations is high enough to properly identify the tail behaviour;
- In approximately 70% of observations (varying asset allocation) the fitted parameter \( \nu \) lies below a critical value of \( \nu^* = 3.41 \).

The choice of the VaR-scaling approach affects substantially the calculation of the Economic Capital. In particular, the resulting risk-measure can be larger than the estimation obtained using Normal assumptions on the P&L distribution by up to a factor of four.

Our empirical results on the properties of P&L distributions, combined with our analytical results on the time scaling of the theoretical PDFs chosen for their modelling, show that the widely-used VaR-scaling technique relying on the application of the SRTR (ie, assuming normality of returns or, at least, an exponential decay in the distribution tails) can lead to a severe underestimation in the bank’s long-term risk measure.

### A Student’s \( t \)-distribution approximation accuracy

We consider here the results obtained in Section 4.2.1 analysing the effects of the approximations therein on the estimation of the EC. In particular, we show that the relative differences in VaR implied by a \( n \)-times convoluted Student’s \( t \)-distribution and a Normal with the same variance are negligible when the ST parameter \( \nu \) is equal to the critical value \( \nu^* \), as obtained in Eq. 19. In order to estimate quantitatively these differences we performed the following numerical experiment:

- Fix a confidence level \( 1 - \alpha \) and estimate \( \nu^* \) using Eq. 18;
- Consider a zero-mean ST distribution with \( \nu^* \) degrees of freedom and, convoluting it \( n = 250 \) times, obtain a VaR estimation at confidence level \( \alpha \);
 Consider a zero-mean Normal distribution with variance equal to the ST distribution’s (ie, equal to \( \left( \frac{\sigma^2 \nu^*}{\nu^* - 2} \right) n \)) and estimate VaR at the same confidence level;

• Calculate the relative difference between the two VaR estimations.

In Fig. 13 we show the results of our experiment for confidence levels larger than 99.9%. Clearly, relative differences in the VaR estimations are quite small for in whole range, the absolute maximum being 5%. Given the results of Section 4, we can state that VaR relative differences between a \( n \)-times convoluted Student’s \( t \)-distribution and a Normal with the same variance are negligible when ST parameter \( \nu \) is greater or equal to the critical value \( \nu^* \).

\[ \text{Figure 13: Relative differences between Normal and ST VaR considering } \nu^* \text{ degrees of freedom as a function of the tail probability } \alpha = 1 - \text{Confidence Level.} \]

\[ \text{\textbullet Consider a zero-mean Normal distribution with variance equal to the ST distribution’s (ie, equal to } \left( \frac{\sigma^2 \nu^*}{\nu^* - 2} \right) n \text{) and estimate VaR at the same confidence level;} \]

\[ \text{\textbullet Calculate the relative difference between the two VaR estimations.} \]

In Fig. 13 we show the results of our experiment for confidence levels larger than 99.9%. Clearly, relative differences in the VaR estimations are quite small for in whole range, the absolute maximum being 5%. Given the results of Section 4, we can state that VaR relative differences between a \( n \)-times convoluted Student’s \( t \)-distribution and a Normal with the same variance are negligible when ST parameter \( \nu \) is greater or equal to the critical value \( \nu^* \).

\[ \text{B Portfolio simulation} \]

To apply the analytical results of Section 4 as well as to provide some realistic examples on which to base our discussion, we performed VaR estimations simulating an equity derivatives portfolio. The portfolio was constructed as follows:

• Short positions in 10 equities taken from the FTSE Index: Anglo American PLC, Associated British Foods PLC, Antofagasta PLC, ARM Holdings PLC, Aviva PLC, Astrazeneca PLC, BAE Systems PLC, Barclays PLC, British American Tobacco PLC, BG Group PLC;

• Long \( \Delta \)-hedged positions in 3-month ATM european calls on the said equity assets. This means shorting roughly half the number of underlying shares since for ATM options \( \Delta \approx \frac{1}{2} \).

The 1-day P&L distribution is computed using historical simulation, ie, applying historical (daily) shocks in the risk-factors necessary to revaluate the portfolio. The pricing model used for the options was Black-Scholes with a market-implied volatility. Some assumptions were made in order to simplify the calculations:

• A constant dividend yield \( q = 3\% \) was assumed for each stock;

• For discounting equity option flows we used the floating LIBOR 3-month rate \( L(0, 3m) \);

• The options were priced assuming no repo margin, and no time lags in equity payments (for calculating forwards) and option payments;

• The implied volatility used in the pricer for each asset was interpolated bi-linearly using the current surface (deduced from market option prices). A unique relative shock (equal to the relative historical shock in the ATM 3-month volatility) was applied to the whole surface.
Although the above assumptions introduce (under a pure pricing point-of-view) some slight inaccuracy in the revaluation of the portfolio, the main goal of this simulation was to highlight the non-normality of empirical returns in (equity) derivatives portfolios. The non-normality of the P&L distribution is ultimately originated by 1) non-normality in equity historical returns, 2) non-linearity in portfolio positions (due to options) and 3) the volatility smile kept into account in the revaluation of options prices.

References