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Abstract

We maximize the expected utility from terminal wealth for an HARA investor when the market price of risk is an unobservable random variable. We explore the effects of learning on the optimal portfolio strategy by comparing it with the corresponding myopic policy. In particular, we show that, for a market price of risk constant in sign, the ratio between the portfolio under partial observation and its myopic counterpart increases with respect to risk tolerance. As a consequence, the absolute value of the partial observation case is larger (smaller) than the myopic one if the investor is more (less) risk tolerant than the logarithmic investor.
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1 Introduction

This paper is a contribution to continuous-time portfolio selection problems under partial observation. Pioneering works about partial observation in financial contexts go back to the papers of Detemple (1986), Dothan and Feldman (1986) and Gennotte (1986) where, within an equilibrium framework, uncertainty is introduced in a linear Gaussian setting. Since then, financial models with partial observation have been extensively researched in an increasing number of papers. Lakner (1995) studies, by means of martingale methods, the optimal investment and consumption strategies in a rather general framework and provides explicit results for logarithmic and power investors in the Bayesian specification for the unobservable mean rate of return. The same methodology is applied in Lakner (1998) to explore further the linear Gaussian setting for a terminal wealth maximizer. By using a dynamic programming approach, the linear Gaussian diffusion specification for the appreciation rate is also studied in Rishel (1999), who considers power-type investors, and in Brendle (2006). In particular, in the latter work, the author assumes a Gaussian mean-reverting process for the unobserved process and power/exponential preferences for the agents – thus extending Kim and Omberg (1996)’s model to the partial observation setting – and characterizes the value function and the optimal investment policy by means of a system of ordinary differential equations, which is then used to study the loss of utility due to partial observation. The dynamic programming setting is also used in Brennan (1998) and Xia (2001) to analyze, by
means of numerical simulations, the qualitative and quantitative effects of learning on the portfolio allocation of a power investor when the mean return on the risky asset is a random variable with a gaussian prior. The model in Brennan (1998) is explicitly solved in Rogers (2001) and used to compare the cost of uncertainty with that of being constrained to change portfolio allocations only at discrete times. Perhaps the closest papers to our work are Karatzas and Zhao (2001) and Rieder and Bäuerle (2005). In the first paper, the authors, by using both martingale methods and dynamic programming techniques, study in detail the general bayesian case for the market price of risk for a wide class of terminal wealth investors. The paper presents explicit solutions and analyzes the cost of uncertainty by comparing the indirect utility in the partial observable setting with the corresponding complete observation quantity (i.e. the indirect utility when the market price of risk is a completely observable random variable). Nevertheless, the work does not explore the effects of uncertainty on the optimal portfolio strategy. In Rieder and Bäuerle (2005), the authors examine the case where the unobservable stock drift rate is described by a continuous-time finite state Markov chain and investors’ preferences over terminal wealth are of either power or logarithmic type. By using a dynamic programming approach, they first prove a verification theorem for the general case and then solve explicitly the special bayesian case of a constant finite-state random variable. Moreover, they compare the optimal policy under partial observation with the myopic portfolio, that is, the portfolio obtained by first solving the investor’s maximization problem by considering the market price of risk a
given parameter and then replacing the latter with its conditional expected value.

With the exceptions of Brennan (1998) and Rieder and Bäuerle (2005) where partial results are presented, no other work in literature, to the best of our knowledge, compares systematically portfolio allocations under partial observation with the myopic strategies. In this paper we study a continuous-time portfolio choice problem under partial observation where investors are characterized by Hyperbolic Absolute Risk Aversion (HARA) utility functions, do not observe the stock appreciation rate nor the Brownian motion driving the price process, and maximize expected utility from terminal wealth by choosing portfolio strategies based on the stock price observations. We choose a Bayesian approach by describing the market price of risk as an unobservable random variable, independent of the driving Brownian motion, and with known prior distribution. By means of elementary filtering techniques, the problem is reduced to a complete observation (and markovian) setting and, by a dynamic programming approach, solved explicitly. Then, we investigate a number of properties of both the optimal portfolio under partial observation and the hedging demand due to market price of risk uncertainty, defined as the difference between the portfolio under partial observation and the corresponding myopic strategy. In our main result (Theorem 6), we prove, by using stochastic order arguments, that the ratio between the optimal portfolios under partial observation and myopic portfolio increases with respect to the degree of absolute risk tolerance if the market price of risk is constant in sign (no matter whether positive or
negative). A direct consequence of this result is that the absolute value of the optimal portfolio in the case of partial observation is larger (respectively smaller) than the myopic case if the investor is more (respectively less) risk tolerant than the logarithmic investor. This extends the results in Rieder and Bäuerle (2005), Section 7 and 8, to the general bayesian case for the market price of risk representation. Moreover, in this general setting, we also examine the monotonicity of the portfolios as well as of the hedging demand with respect to the degree of risk tolerance and answer to a conjecture raised by Rieder and Bäuerle (2005). In fact, in the constant relative risk aversion specification for the agent’s preferences and positive market price of risk, we show that the portfolio under partial observation is increasing with respect to the degree of risk tolerance, according to the conjecture, but, contrary to it, the hedging demand is not increasing in the degree of risk tolerance. Finally, we consider in detail the gaussian case for the unobserved market price of risk and show that the constancy in sign of the market price of risk is only a sufficient condition for the optimal portfolios and the hedging demand to have the properties discussed above. We also comment on a statement in Brennan (1998).

The paper is organized as follows. In Section 2 we set the model and provide the main steps of the analysis. In Section 3 we study the optimal portfolios in a number of ways and compare our results with the existing literature. Subsection 3.1 considers the gaussian case. Section 4 discusses possible issues for future research and concludes.
2 The investment problem

Time is continuous and uncertainty is described by a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) equipped with a filtration \(\mathbb{F} := \{\mathcal{F}_t, \ 0 \leq t \leq T\}, \ T < \infty\), satisfying the usual conditions of right-continuity and \(\mathbb{P}\)-null sets augmentation, and carrying a standard Brownian motion \(\mathbb{W} := \{W_t, \ 0 \leq t \leq T\}\).

The financial market consists of two tradable assets: a risk-free asset with constant interest rate \(r \geq 0\) and a risky asset whose price \(S\) is governed by the stochastic differential equation

\[
dS_t = S_t(bdt + \sigma dW_t),
\]

where \(\sigma\) is a positive constant and \(b\), the expected rate of return, is a real random variable. In this framework, if at time \(t \in [0, T]\) an investor has an initial wealth \(x\) and chooses a trading strategy \(\pi := \{\pi_s, \ t \leq s \leq T\}\), where \(\pi_s \in \mathbb{R}\) represents the amount of wealth invested in the risky asset at time \(s\), then his/her wealth evolves according to

\[
dX_s = rX_s ds + \sigma \pi_s (\Theta ds + dW_s), \quad X_t = x, \quad t \leq s \leq T,
\]

where the market price of risk \(\Theta := (b - r)/\sigma\) is assumed independent of \(\mathbb{W}\) and with a known prior distribution

\[
\mu(A) := \mathbb{P}(\Theta \in A), \quad A \in \mathcal{B}(\mathbb{R}),
\]
such that $\int_{\mathbb{R}} |\theta| \mu(d\theta) < \infty$.\(^1\) The investor does not observe $\Theta$ nor the Brownian motion $\mathbb{W}$, whereas she/he continuously observe $S$ and aims at maximizing the expected value

$$
\mathbb{E}[u(X_T)]
$$

by choosing an investment strategy $\pi$ based on the available information at time $t$, where $u$ belongs to one of the following classes of Hyperbolic Absolute Risk Aversion (HARA) utility functions:\(^2\)

1. Power utilities:

$$
u_\gamma(x) = \frac{1 - \gamma}{\gamma} \left( \frac{\beta x}{1 - \gamma} + \eta \right)^\gamma; \quad \gamma < 1, \; \gamma \neq 0, \; \beta > 0, \; x \in D_\gamma,
$$

where $D_\gamma := \{ x \mid \beta x/(1 - \gamma) + \eta > 0 \}$ (the case $\eta = 0$ corresponds to the Constant Relative Risk Aversion (CRRA) family).

2. Logarithmic utilities:

$$
u_{\text{log}}(x) = \ln(\beta x + \eta); \quad \beta > 0, \; x \in D_{\text{log}},
$$

where $D_{\text{log}} := \{ x \mid \beta x + \eta > 0 \}$.

\(^1\mathcal{B}(\mathbb{R})\) denotes the Borel $\sigma$-algebra of $\mathbb{R}$.

\(^2\)Notice that logarithmic and exponential utilities can be seen, respectively, as limit cases as $\gamma \to 0$ and $\gamma \to -\infty$ of the power utilities. In particular, the logarithmic utility is the limit, as $\gamma \to 0$, of $u_\gamma(x) - (1 - \gamma)/\gamma$, which, being a translation of $u_\gamma(x)$, represents the same preferences of the latter; whereas the exponential utility is the limit, as $\gamma \to -\infty$, of $u_\gamma(x)$ with $\eta = 1$.  
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3. Exponential utilities:

\[
\begin{align*}
    u_{\exp}(x) &= -\exp(-\beta x); \quad \beta > 0, \quad x \in D_{\exp},
    \end{align*}
\]

where \( D_{\exp} = \mathbb{R} \) (this is the Constant Absolute Risk Aversion (CARA) family).

2.1 The analysis

The analysis is mainly concerned with power utilities, for the other two classes we just provide the main results. Let

\[
    \mathbb{F}^S := \{ \mathcal{F}_t^S, \quad 0 \leq t \leq T \}
\]

be the \( \mathbb{P} \)-augmented filtration generated by \( S \), then, for an agent with preferences characterized by a utility function \( u_i \) (with \( i \in \{ \gamma, \log, \exp \} \), see, respectively, (5), (6), and (7)), an investment strategy \( \pi \) is admissible at time \( t \) with initial wealth \( x \), and we write \( \pi \in \mathcal{A}_t \), if it is \( \mathbb{F}^S \)-progressively measurable, \( \mathbb{E}[\int_t^T \pi_s^2 ds] < \infty \), and (2) admits a unique strong solution \( \{X_s, \ t \leq s \leq T\} \) such that \( \mathbb{P}(\{X_se^{r(T-s)} \in D_i, \ t \leq s \leq T\}) = 1 \) (where \( D_i \) is the domain of the utility function \( u_i, \ i \in \{ \gamma, \log, \exp \} \)). Now, the resulting portfolio problem, which is not of complete observation type (nor markovian), can be reduced within a complete observation setting by means

\[\text{Observe that additional conditions on the parameters and/or on the prior of } \Theta \text{ could be required to ensure a well-defined problem (see, for instance, Assumption 3.1 in Karatzas and Zhao (2001) or Section 8 in Rishel (1999)). However, here we are not concerned with this issue.}\]
of standard filtering techniques. The analysis is along the lines of Karatzas and Zhao [9] (see also Rieder and Bäuerle [15], Section 6). Let

\[ \mu_t(A) := \mathbb{P}[\Theta \in A \mid \mathcal{F}_t^S], \quad A \in \mathcal{B}(\mathbb{R}), \quad 0 \leq t \leq T, \tag{9} \]

and

\[ \hat{\Theta}_t := \mathbb{E}[\Theta \mid \mathcal{F}_t^S] = \int_{\mathbb{R}} \theta \mu_t(d\theta), \quad 0 \leq t \leq T, \tag{10} \]

be, respectively, the \( \Theta \)'s conditional probability and expectation given \( \mathcal{F}_t^S \). We will represent \( X_t \) in (2) and \( \hat{\Theta}_t \) in (10) (or, equivalently, \( \mu_t \) in (9)) as solutions of stochastic differential equations driven by a \( \mathcal{F}_S \)-Brownian motion. To this aim, define the \( (\mathbb{P}, \mathbb{F}^{\Theta,W}) \)-exponential martingale density process

\[ Z_t := \exp(-\Theta W_t - \frac{\Theta^2}{2} t), \quad 0 \leq t \leq T, \tag{11} \]

where \( \mathbb{F}^{\Theta,W} := \{\mathcal{F}_t^{\Theta,W}, \ 0 \leq t \leq T\} \) is the \( \mathbb{P} \)-augmented filtration generated by \( \mathbb{W} \) and \( \Theta \) (notice that \( \mathcal{F}_t^S \) is “smaller” than \( \mathcal{F}_t^{\Theta,W} \) in the sense that \( \mathcal{F}_t^S \subset \mathcal{F}_t^{\Theta,W} \) for all \( 0 \leq t \leq T \): partial observation). Then, by Girsanov theorem, the process \( \mathbb{W} := \{Y_t, \ 0 \leq t \leq T\} \), with

\[ Y_t := \Theta t + W_t, \quad 0 \leq t \leq T, \tag{12} \]

is a \( \mathbb{F}^{\Theta,W} \)-Brownian motion under the probability measure \( \tilde{\mathbb{P}} \) defined by the Radon-Nikodym derivative

\[ \frac{d\tilde{\mathbb{P}}}{d\mathbb{P}} = Z_T. \tag{13} \]
The processes \( \{S_t, 0 \leq t \leq T\} \) and \( \{Y_t, 0 \leq t \leq T\} \) generate the same filtration; hence, \( \hat{W} \) is also a \( \mathcal{F}^S \)-Brownian motion independent of \( \Theta \) under \( \hat{P} \) and \( \hat{P}[\Theta \in A] = \mathbb{P}[\Theta \in A] = \mu(A) \), for all \( A \in \mathcal{B}(\mathbb{R}) \). Furthermore,

\[
Z_t^{-1} = \exp \left( \Theta Y_t - \frac{\Theta^2}{2} t \right), \quad 0 \leq t \leq T,
\]

is a \((\hat{P}, \mathcal{F}^{\Theta,W})\)-martingale and

\[
\mathbb{E}[Z_T^{-1} | \mathcal{F}_t^S] = \begin{cases} 
F(t,Y_t), & 0 < t \leq T, \\
1, & t = 0,
\end{cases}
\]

where

\[
F(t,y) := \int_\mathbb{R} \exp \left( \theta y - \frac{\theta^2}{2} t \right) \mu(d\theta), \quad (t,y) \in (0,T] \times \mathbb{R}.
\]

Moreover,

\[
\mathbb{E}[Z_T^{-1} \mathbf{1}_A(\Theta) | \mathcal{F}_t^S] = \begin{cases} 
\int_A e^{\theta y - \theta^2 t/2} \mu(d\theta) \mid_{y=Y_t}, & 0 < t \leq T, \\
\mu(A), & t = 0,
\end{cases}
\]

where \( \mathbf{1}_A \) is the indicator function of \( A \in \mathcal{B}(\mathbb{R}) \), and, by Bayes’ rule,\(^4\)

\[
\mu_t(A) = \frac{\mathbb{E}[Z_T^{-1} \mathbf{1}_A(\Theta) | \mathcal{F}_t^S]}{\mathbb{E}[Z_T^{-1} | \mathcal{F}_t^S]}, \quad A \in \mathcal{B}(\mathbb{R}).
\]

\(^4\)See Karatzas and Shreve (1991), Lemma 5.3 p. 193.
Then, the following representation for $\hat{\Theta}_t$ (see (10)) holds: $\hat{\Theta}_0 = \int_{\mathbb{R}} \theta \mu(d\theta)$ and
\[ \hat{\Theta}_t = \int_{\mathbb{R}} \theta p(t, y, \theta) \mu(d\theta) \bigg|_{y=Y_t} = \frac{F'_y(t, Y_t)}{F(t, Y_t)}, \quad 0 < t \leq T, \] (19)
where
\[ p(t, y, \theta) := \frac{e^{\theta y - \frac{\theta^2 t}{2} / F(t, y)}}{F(t, y)}, \quad (t, y, \theta) \in (0, T] \times \mathbb{R} \times \mathbb{R}. \] (20)
Therefore, $p(t, y, \cdot)$ and
\[ \hat{\Theta}(t, y) := \int_{\mathbb{R}} \theta p(t, y, \theta) \mu(d\theta), \quad (t, y) \in (0, T] \times \mathbb{R}, \] (21)
represent, respectively, $\Theta$’s conditional density, w.r.t. the dominating measure $\mu(d\theta)$, and $\Theta$’s conditional expected value if at time $t$ we observe $Y_t = y$. Moreover, the representation $\hat{\Theta}_t = \hat{\Theta}(t, Y_t)$ implies that the process $\{Y_t, 0 \leq t \leq T\}$, whose differential is nothing but the observed market price of risk since
\[ dY_t = \frac{1}{\sigma} \left( \frac{dS_t}{S_t} - rdt \right), \] (22)
represents a sufficient statistics for the estimation of $\Theta$ and, by Itô’s rule,
\[ d\hat{\Theta}_t = \hat{V}_\Theta(t) \left( dY_t - \hat{\Theta}_t dt \right), \] (23)
where
\[ \hat{V}_\Theta(t) := \mathbb{E} \left[ \left( \Theta - \hat{\Theta}_t \right)^2 | \mathcal{F}_t^S \right] \] (24)
\footnote{In the sequel, for a given function $\psi(x_1, x_2, x_3)$, $\psi'_x$, denotes the first partial derivative w.r.t. $x_i$ and $\psi''_{x_i x_j}$ denotes the second partial derivative w.r.t. $x_i, x_j$ ($i, j = 1, 2, 3$).}
is the $\Theta$’s conditional variance. That is, the changes over time of the Bayes’ estimator $\hat{\Theta}_t$ are opposite proportional, by a factor equal to the conditional variance, to the observed error:

$$\hat{\Theta}_t dt - dY_t.$$  \hspace{1cm} (26)

Given the previous definitions, for $i \in \{\gamma, \exp, \log\}$ and $(t, x, y) \in [0, T] \times \mathbb{R} \times \mathbb{R}$ such that $xe^{r(T-t)} \in D_i$ (see (5), (6), and (7)), the original investment problem (2)-(4) is equivalent to the following markovian problem: maximize

$$\tilde{E}^{t,x,y}[F(T,Y_T)u_i(X_T)],$$  \hspace{1cm} (27)

over all $\pi \in A_t$, subject to

$$\begin{cases}
    dX_s = rX_s ds + \pi_s \sigma d\tilde{W}_s, & X_t = x \\
    dY_s = d\tilde{W}_s, & Y_t = y,
\end{cases}$$  \hspace{1cm} (28)

where $\tilde{E}^{t,x,y}$ denotes the conditional expectation, w.r.t. $\tilde{P}$, given $X_t = x$ and $Y_t = y$. The value function is

$$\hat{V}_i(t, x, y) := \sup_{\pi \in A_t} \tilde{E}^{t,x,y}[F(T,Y_T)u_i(X_T)],$$  \hspace{1cm} (29)

---

6In other words, the estimation of $\Theta$ follows an adaptive learning process. Furthermore, the representation $\hat{p}_t(\theta) := p(t,Y_t,\theta)$ (see (20)) for $\Theta$’s conditional density and Itô’s rule yield

$$d\hat{p}_t(\theta) = \hat{p}_t(\theta)(\theta - \hat{\Theta}_t)(dY_t - \hat{\Theta}_t dt).$$  \hspace{1cm} (25)

7The process $Y_t - \int_0^t \hat{\Theta}_s ds$, known as innovation process in filtering theory, is a $\mathbb{F}^S$-brownian motion under the original probability measure $\mathbb{P}$. 
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and, under appropriate regularity conditions, the dynamic programming principle yields the following Hamilton-Jacobi-Bellman equation for \( \hat{V}_i \):

\[
f'_i + \sup_{\pi \in \mathbb{R}} \left\{ \frac{1}{2} \sigma^2 \pi^2 f''_{xx} + \sigma \pi f''_{xy} + \frac{1}{2} f''_{yy} + rx f'_x \right\} = 0,
\]

(30)

for all \((t, x, y) \in [0, T) \times \mathbb{R} \times \mathbb{R}\) s.t. \(xe^{r(T-t)} \in D_i\), with boundary condition

\[
f(T, x, y) = F(T, y)u_i(x), \quad (x, y) \in D_i \times \mathbb{R},
\]

(31)

\(i \in \{\gamma, \exp, \log\}\). Assuming \(f''_{xx} < 0\), the maximization on the LHS of (30) gives the following optimal value for \(\pi\):

\[
\pi = -\frac{f''_{xy}}{\sigma f''_{xx}}.
\]

(32)

By substituting (32) back into (30), the latter reduces to

\[
f'_i - \frac{1}{2} \left( \frac{f''_{xy}}{f''_{xx}} \right)^2 + \frac{1}{2} f''_{yy} + rx f'_x = 0.
\]

(33)

**Power utilities.** If \(\gamma < 1, \gamma \neq 0\), we try a solution of the form

\[
f(t, x, y) = u_\gamma \left(x e^{r(T-t)}\right) h(t, y)^{1-\gamma}.
\]

(34)

By computing the partial derivatives and substituting into (33), it is found
that \((34)\) is a solution of \((33)-(31)\) if and only if \(h\) solves

\[
h_t' + \frac{1}{2} h_{yy}'' = 0, \quad (t, y) \in [0, T) \times \mathbb{R},
\]

with boundary condition \(h(T, y) = F(T, y)^{1/(1-\gamma)}, y \in \mathbb{R}\). An application of Feynman-Kac formula yields the following solution for \((35)\):

\[
\hat{h}(t, y; \gamma) := \begin{cases} 
\int_{\mathbb{R}} F(T, y + z)^{1/(1-\gamma)} \varphi_{T-t}(z) dz, & (t, y) \in [0, T) \times \mathbb{R} \\
F(T, y)^{1/(1-\gamma)}, & (t, y) \in \{T\} \times \mathbb{R},
\end{cases}
\]

where \(\varphi_{T-t}(\cdot)\) is the normal density with mean 0 and variance \(T - t\). Then, a standard verification argument will enable us to prove the following representation for the value function \((29)\) with \(i = \gamma\):

\[
\hat{V}_\gamma(t, x, y) = u_\gamma (xe^{r(T-t)}) \hat{h}(t, y; \gamma)^{1-\gamma},
\]

for all \((t, x, y) \in [0, T] \times \mathbb{R} \times \mathbb{R}\) s.t. \(xe^{r(T-t)} \in D_\gamma\), and the optimality of the markov policy (see \((32)\))

\[
\hat{\pi}_\gamma(t, x, y) := \left( \frac{x}{\sigma(1-\gamma)} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \int_{\mathbb{R}} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz,
\]

\((t, x, y) \in [0, T) \times \mathbb{R} \times \mathbb{R}\) s.t. \(xe^{r(T-t)} \in D_\gamma\), where \(\hat{\Theta}(\cdot, \cdot)\) is defined in \((21)\) and

\[
q(t, y, z; \gamma) := \frac{F(T, y + z)^{1/(1-\gamma)} \varphi_{T-t}(z)}{\int_{\mathbb{R}} F(T, y + z)^{1/(1-\gamma)} \varphi_{T-t}(z) dz},
\]

\((t, y, z) \in [0, T) \times \mathbb{R} \times \mathbb{R}\). Notice that \(q(t, y, \cdot; \gamma)\) is a probability density
function w.r.t. the Lebesgue measure for all \((t,y) \in [0,T) \times \mathbb{R}\) and for any \(\gamma < 1\).

**Remark 1** Let \(\{X^*_s, t \leq s \leq T\}\) be the optimal wealth process in (28) once we substitute the optimal feedback policy (38). Then, by Itô’s rule,

\[
\tilde{P}(\{X^*_s e^{r(T-s)} \in D_\gamma, t \leq s \leq T\}) = 1,
\]

if the initial condition \((t,x)\) is such that \(xe^{r(T-t)} \in D_\gamma\) (cf. Merton [14]). Therefore, the expression on the RHS of (37) is well-defined and the first factor on the RHS of (38) is positive along the optimal wealth process.

**Logarithmic and Exponential utilities.** Similar computations show that the value functions for the logarithmic and exponential utilities (see (6) and (7)) are, respectively,

\[
\hat{V}_\log(t,x,y) = F(t,y)u_\log(xe^{r(T-t)}) - F(t,y)\ln F(t,y)
+ \int_\mathbb{R} F(T,z+y)\ln F(T,z+y)\varphi_{T-t}(z)dz
\]

and\(^8\)

\[
\hat{V}_\exp(t,x,y) = u_\exp(xe^{r(T-t)})\exp \left(\int_\mathbb{R} \ln F(T,z+y)\varphi_{T-t}(z)dz\right).
\]

\(^8\)Observe that the logarithmic and exponential value functions are the limits, respectively as \(\gamma \to 0\) and as \(\gamma \to -\infty\), of the power’s value function (37).
The corresponding optimal portfolios are, respectively,

\[ \hat{\pi}_{\text{log}}(t, x, y) := \left( \frac{x}{\sigma} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \hat{\Theta}(t, y) \] (42)

and

\[ \hat{\pi}_{\text{exp}}(t, x, y) := \frac{e^{-r(T-t)}}{\sigma \beta} \int_{\mathbb{R}} \hat{\Theta}(T, y + z) \varphi_{T-t}(z) dz, \] (43)

where, again, \( \hat{\Theta}(\cdot, \cdot) \) is defined in (21).

The following Proposition proves that the logarithmic and exponential portfolios (42) and (43) are the limits, respectively as \( \gamma \to 0 \) and as \( \gamma \to -\infty \), of the power portfolio (38).

**Proposition 2**

(i) For any \((t, x, y) \in [0, T) \times \mathbb{R} \times \mathbb{R}\) such that \(xe^{r(T-t)} \in D_{\text{log}}\), we have

\[ \lim_{\gamma \to 0} \hat{\pi}_\gamma(t, x, y) = \hat{\pi}_{\text{log}}(t, x, y). \] (44)

(ii) For each \((t, x, y) \in [0, T) \times D_{\text{exp}} \times \mathbb{R}\), the exponential portfolio is the limit, as \( \gamma \to -\infty \), of the power portfolio with \( \eta = 1 \), that is

\[ \lim_{\gamma \to -\infty} \left( \hat{\pi}_\gamma(t, x, y)|_{\eta=1} \right) = \hat{\pi}_{\text{exp}}(t, x, y). \] (45)
Proof. (i) The result follows by observing that

\[
\lim_{\gamma \to 0} \int_{\mathbb{R}} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz = \int_{\mathbb{R}} \hat{\Theta}(T, y + z) \frac{F(T, y + z) \varphi_{T-t}(z)}{\int_{\mathbb{R}} F(T, y + z) \varphi_{T-t}(z) dz} dz \\
= \int_{\mathbb{R}} \int_{\mathbb{R}} \theta e^{\theta(z+y) - \theta^2 z^2} \mu(d\theta) \varphi_{T-t}(z) dz \\
= \int_{\mathbb{R}} \int_{\mathbb{R}} e^{\theta(z+y) - \theta^2 z^2} \varphi_{T-t}(z) dz \mu(d\theta) \\
= \int_{\mathbb{R}} \theta e^{\theta y - \theta^2 t/2} \mu(d\theta) = \hat{\Theta}(t, y),
\]

where the first equality is a consequence of the dominated convergence theorem, and the third makes use of Fubini’s theorem.

(ii) Again, the result follows by observing that, by the dominated convergence theorem,

\[
\lim_{\gamma \to -\infty} \int_{\mathbb{R}} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz = \int_{\mathbb{R}} \hat{\Theta}(T, y + z) \varphi_{T-t}(z) dz.
\]

\[
\square
\]

Remark 3 Item (i) of previous proposition proves the following representation for \(\hat{\Theta}(t, y)\) in (21):

\[
\hat{\Theta}(t, y) = \int_{\mathbb{R}} \hat{\Theta}(T, y + z) q(t, y, z; 0) dz,
\]

for all \((t, y) \in [0, T) \times \mathbb{R} \).
3 Portfolios comparison

In this section we analyse in more details the results of the previous section and show a number of properties of the optimal portfolios. In particular, we explore the effect of learning on portfolio decisions by comparing the portfolios (38), (42), and (43) with the so called *myopic* strategies. We say that an investor is myopic if she/he refrains from learning about the true distribution of $\Theta$ in the sense that, having observed $Y_t = y$ at time $t$, he behaves as the expected value $\hat{\Theta}(t,y)$ were certain. In other words, the investors first solve the maximization problem by considering the market price of risk a parameter – say, $\Theta \equiv \theta, \theta \in \mathbb{R}$ – and then replace the latter with its conditional expected value in the optimal investment policy. The optimal Merton’s portfolios associated to a market price of risk constant and equal to $\theta$ are the following: \(^9\) for the power utility investor,

$$\pi^\text{Merton}_\gamma(t, x, y; \theta) := \left( \frac{x}{\sigma(1 - \gamma)} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \theta; \quad (47)$$

$\gamma < 1, \gamma \neq 0$; for the logarithmic and exponential investor we have, respectively, \(^{10}\)

$$\pi^\text{Merton}_{\log}(t, x, y; \theta) := \left( \frac{x}{\sigma} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \theta \quad (48)$$

\(^9\)In order to compare the results, the analysis employs the same change of measure that has been used in the partially observable setting although this does not affect the optimal strategies.

\(^{10}\)Notice that also in the Merton’s model the logarithmic and exponential portfolios are the limits, respectively as $\gamma \to 0$ and as $\gamma \to -\infty$, of the power portfolio.
and

\[
\pi^\text{Merton}_{\exp}(t, x, y; \theta) := \frac{e^{-r(T-t)}}{\sigma \beta} \theta. \tag{49}
\]

**Remark 4** For a logarithmic investor the portfolio under partial observation (42) is obtained by substituting into Merton’s portfolio (48) the parameter \( \theta \) with its conditional expected value \( \hat{\Theta}(t, y) \) (see (21)), that is,

\[
\hat{\pi}_{\text{log}}(t, x, y) = \pi^\text{Merton}_{\log}(t, x, y; \hat{\Theta}(t, y)). \tag{50}
\]

This is the so-called certainty equivalence principle and does not hold for other types of preferences (see Kuwana (1995)). In other words, the logarithmic investor is myopic.

Now, the myopic strategies for the power, logarithmic and exponential investors are thus defined:

\[
\pi^m(t, x, y) := \pi^\text{Merton}(t, x, y; \hat{\Theta}(t, y)) = \left( \frac{x}{\sigma (1 - \gamma)} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \hat{\Theta}(t, y), \tag{51}
\]

\[
\pi^m_{\text{log}}(t, x, y) := \pi^\text{Merton}_{\log}(t, x, y; \hat{\Theta}(t, y)) = \left( \frac{x}{\sigma} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \hat{\Theta}(t, y), \tag{52}
\]

and

\[
\pi^m_{\exp}(t, x, y) := \pi^\text{Merton}_{\exp}(t, x, y; \hat{\Theta}(t, y)) = \frac{e^{-r(T-t)}}{\sigma \beta} \hat{\Theta}(t, y). \tag{53}
\]

The following proposition shows that all HARA investors become myopic as time elapses.

**Proposition 5** For each class of HARA utility functions (5), (6), and (7),
the portfolio under partial observation tends, as \( t \to T \), to the corresponding myopic portfolio. That is, for each \( i \in \{ \gamma, \exp, \log \}, \)

\[
\lim_{t \to T} \hat{\pi}_i(t, x, y) = \pi^m_i(T, x, y), \quad (x, y) \in D_i \times \mathbb{R}.
\]  

(54)

**Proof.** There is nothing to prove for the logarithmic utility. For the power utility, by recalling (38) and (51), it suffices to show that, for any \( \gamma < 1 \) and any \( y \in \mathbb{R} \),

\[
\lim_{t \to T} \int_{\mathbb{R}} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz = \hat{\Theta}(T, y).
\]

This is established by using the representation

\[
\int_{\mathbb{R}} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz = \frac{\mathbb{E} \left[ \hat{\Theta}(T, y + W_{T-t}) F(T, y + W_{T-t})^{1/(1-\gamma)} \right]}{\mathbb{E} \left[ F(T, y + W_{T-t})^{1/(1-\gamma)} \right]},
\]

together with the continuity of the functions \( \hat{\Theta} \) and \( F \) (see, respectively, (21) and (16)), and observing that \( W_{T-t} \to 0 \), almost surely, as \( t \to T \). For the exponential utility the proof proceeds similarly. 

The next result and its implications generalize Theorem 6 in Rieder and Bäuerle (2005) to the case of a market price of risk described by a general random variable.

**Theorem 6** Assume the random variable \( \Theta \) is constant in sign \( \mu \)-a.s. (i.e., either \( \Theta \) takes only positive values or only negative values\(^{11}\)). Then, for any

\(^{11}\)Presumably, the case of negative values is not the most realistic situation from a financial point of view, albeit it cannot be excluded.
fixed \((t, y) \in [0, T) \times \mathbb{R}\) and \(x \in D_\gamma\), the ratio

\[
\frac{\hat{\pi}_\gamma(t, x, y)}{\pi^m_\gamma(t, x, y)}, \quad \gamma < 1,
\]

is positive, has limit 1 as \(\gamma \to 0\), and is increasing with respect to \(\gamma\).

\textbf{Proof.} The assertions that \(\hat{\pi}_\gamma/\pi^m_\gamma\) is positive and has limit equal to 1, as \(\gamma \to 0\), follow by recalling definition (21), representation (46) and observing that

\[
\frac{\hat{\pi}_\gamma(t, x, y)}{\pi^m_\gamma(t, x, y)} = \frac{\int_\mathbb{R} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz}{\hat{\Theta}(t, y)} = \frac{\int_\mathbb{R} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz}{\int_\mathbb{R} \hat{\Theta}(T, y + z) q(t, y, z; 0) dz},
\]

\((56)\)

To prove the monotonicity of \(\hat{\pi}_\gamma/\pi^m_\gamma\) w.r.t. \(\gamma\), it suffices to show that, for any fixed \((t, y) \in [0, T) \times \mathbb{R}\),

\[
f(t, y, \gamma) := \int_\mathbb{R} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz, \quad \gamma < 1,
\]

\((57)\)

as a function of \(\gamma\), is increasing if \(\Theta\) is positive and decreasing if \(\Theta\) is negative.

To this end, let \(\gamma_1 < \gamma_2 < 1\) and consider the ratio of densities (w.r.t. \(z\))

\[
\frac{q(t, y, z; \gamma_2)}{q(t, y, z; \gamma_1)} = \frac{\int_\mathbb{R} F(T, y + z)^{1/(1-\gamma_1)} \varphi_{T-t}(z) dz}{\int_\mathbb{R} F(T, y + z)^{1/(1-\gamma_2)} \varphi_{T-t}(z) dz} \times \frac{F(T, y + z)^{1/(1-\gamma_2)}}{F(T, y + z)^{1/(1-\gamma_1)}}
\]

\[
= C(t, y, \gamma_1, \gamma_2) \times F(T, y + z)^k
\]

where

\[
C(t, y, \gamma_1, \gamma_2) := \frac{\int_\mathbb{R} F(T, y + z)^{1/(1-\gamma_1)} \varphi_{T-t}(z) dz}{\int_\mathbb{R} F(T, y + z)^{1/(1-\gamma_2)} \varphi_{T-t}(z) dz} > 0
\]
and
\[ k := \frac{1}{1 - \gamma_2} - \frac{1}{1 - \gamma_1} > 0. \]

Hence, \( q(t, y, z; \gamma_2)/q(t, y, z; \gamma_1) \) is increasing w.r.t. \( z \) if and only if \( F(T, y+z) \) is increasing w.r.t. \( z \) and (see definition (16)) \( F(T, y+z) \), as a function of \( z \), is increasing if \( \Theta \geq 0 \) and decreasing if \( \Theta \leq 0 \). Therefore, the random variable with density \( q(t, y, \cdot; \gamma_2) \) dominates, with respect to the likelihood ratio order and hence in the usual stochastic order, the random variable with density \( q(t, y, \cdot; \gamma_1) \) if \( \Theta \geq 0 \), whereas the dominance is reversed if \( \Theta \leq 0 \). If \( \hat{\Theta}(T, y+z) \) were increasing w.r.t. \( z \), then the stochastic dominance just proved would imply

\[
f(t, y, \gamma_1) = \int_{\mathbb{R}} \hat{\Theta}(T, y+z)q(t, y, z; \gamma_1)dz \leq \int_{\mathbb{R}} \hat{\Theta}(T, y+z)q(t, y, z; \gamma_2)dz = f(t, y, \gamma_2),
\]

if \( \Theta \geq 0 \), and the opposite inequality if \( \Theta \leq 0 \). That is, the claimed monotonicity for \( f \).

To complete the proof we need to show that \( \hat{\Theta}(T, y+z) \) is increasing w.r.t. \( z \). To see this, observe that for any \( t \in (0, T] \) and any \( y_1 < y_2 \), the ratio of densities, w.r.t. the dominating measure \( \mu(d\theta) \) (see (20)),

\[
\frac{p(t, y_2, \theta)}{p(t, y_1, \theta)} = e^{\theta(y_2-y_1)}D(t, y_1, y_2),
\]

\[\text{See B"auerle and Rieder (2011), Appendix B.3.}\]
where $D(t, y_1, y_2) := F(t, y_1)/F(t, y_2) > 0$ (see (16)), is increasing w.r.t. $\theta$.

Hence, by the likelihood ratio order, we have

$$
\hat{\Theta}(t, y_1) = \int_{R} \theta p(t, y_1, \theta) \mu(d\theta) \leq \int_{R} \theta p(t, y_2, \theta) \mu(d\theta) = \hat{\Theta}(t, y_2),
$$

for any $t \in (0, T]$. In particular, $\hat{\Theta}(T, y + z)$ is increasing w.r.t. $z$. ■

**Remark 7** If the market price of risk $\Theta$ is constant in sign then Theorem 6 implies $\text{sign}(\hat{\pi}_\gamma) = \text{sign}(\pi^m_\gamma) = \text{sign}(\Theta)$ and

$$
\text{if } \gamma > 0, \text{ then } |\hat{\pi}_\gamma| \geq |\pi^m_\gamma|, \text{ and if } \gamma < 0, \text{ then } |\hat{\pi}_\gamma| \leq |\pi^m_\gamma|.
$$

The intuition for the previous result is as follows. Since agents can be either short or long on the market, it is the magnitude of the market price of risk rather than its sign that makes the risky asset attractive for *aggressive* power investors (i.e., power investor with $0 < \gamma < 1$). That is why, for $0 < \gamma < 1$, non-negative market price of risk implies $\hat{\pi}_\gamma \geq \pi^m_\gamma$ and non-positive market price of risk implies $\hat{\pi}_\gamma \leq \pi^m_\gamma$. *Conservative* power investors (i.e. power investor with $\gamma < 0$) behave in the opposite direction.\(^\text{13}\) We further notice that $|\hat{\pi}_\gamma|$ itself is increasing w.r.t. $\gamma$; that is, the higher is the risk tolerance, the more is the wealth invested into the risky asset.

**Remark 8** Let $\theta_1, \theta_2 \in \mathbb{R}$ and assume $0 < \theta_1 \leq \Theta \leq \theta_2$, $\mu - a.s.$, then

\(^\text{13}\)Cf. Brennan (1998), but see also Kim and Omberg (1996), Section 3.
\( \theta_1 \leq \hat{\Theta}(t,y) \leq \theta_2 \) (see 21), and

\[
\frac{\theta_1}{\theta_2} \leq \frac{\hat{\pi}_\gamma(t,x,y)}{\pi^m_\gamma(t,x,y)} \leq \frac{\theta_2}{\theta_1}, \quad \gamma < 1, \tag{59}
\]

for all \((t,x,y) \in [0,T) \times D_\gamma \times \mathbb{R}\) (see 56). Therefore,

\[
\frac{\theta_1}{\theta_2} \leq \lim_{\gamma \to -\infty} \frac{\hat{\pi}_\gamma(t,x,y)}{\pi^m_\gamma(t,x,y)} \leq 1 \leq \lim_{\gamma \to 1^-} \frac{\hat{\pi}_\gamma(t,x,y)}{\pi^m_\gamma(t,x,y)} \leq \frac{\theta_2}{\theta_1}. \tag{60}
\]

Notice that the limits, as \(\gamma \to -\infty\) and as \(\gamma \to 1^-\), of \(\hat{\pi}_\gamma/\pi^m_\gamma\) depend, in general, on the distribution of \(\Theta\).

**Remark 9** Theorem 6 enables us to investigate the monotonicity of \(\hat{\pi}_\gamma\) and \(\hat{\pi}_\gamma - \pi^m_\gamma\) with respect to \(\gamma\). In particular, the latter difference, in light of the decomposition

\[
\hat{\pi}_\gamma = \pi^m_\gamma + (\hat{\pi}_\gamma - \pi^m_\gamma), \tag{61}
\]

might be considered a sort of hedging demand against market price of risk uncertainty. Without loss of generality, we present the case of a positive market price of risk: the results are reversed in the case of a negative market price of risk. Moreover, with respect to the parameter \(\eta\), two cases are of interest: \(\eta = 0\) and \(\eta = 1\) (since all the other cases can be either treated similarly or reduced to one of them). For the sake of comparison, we also examine \(\pi^m_\gamma\).

(a) Case \(\eta = 0\). Here, we extend the results in Rieder and Bäuerle (2005), Sections 7 and 8, to the case of a general random variable for the
market price of risk. We have \( D_\gamma = \{ x \in \mathbb{R} \mid x > 0 \} \),

\[
\hat{\pi}_\gamma(t, x, y) = \frac{x}{\sigma(1 - \gamma)} \int_{\mathbb{R}} \hat{\Theta}(T, y + z) q(t, y, z; \gamma) dz,
\]

(62)

and, by (46),

\[
\hat{\pi}_\gamma(t, x, y) - \pi^m_\gamma(t, x, y) = \frac{x}{\sigma(1 - \gamma)} \int_{\mathbb{R}} \hat{\Theta}(T, y + z) (q(t, y, z; \gamma) - q(t, y, z; 0)) dz.
\]

(63)

Notice that the first factor in the LHS of (63) is positive and increasing w.r.t. \( \gamma \), and that the second factor is also increasing w.r.t. \( \gamma \), but positive for \( \gamma > 0 \) and negative for \( \gamma < 0 \) (see Theorem 6’s proof). Then, for any \((t, x, y) \in [0, T) \times (0, \infty) \times \mathbb{R}\):

(i) \( \hat{\pi}_\gamma \) and \( \pi^m_\gamma \) are both increasing w.r.t. \( \gamma \),

\[
\lim_{\gamma \to -\infty} \hat{\pi}_\gamma = \lim_{\gamma \to -\infty} \pi^m_\gamma = 0^+, \quad \text{and} \quad \lim_{\gamma \to 1^-} \hat{\pi}_\gamma = \lim_{\gamma \to 1^-} \pi^m_\gamma = +\infty,
\]

(64)

provided, for the limit as \( \gamma \to 1^- \), that the value function and the optimal portfolios exist in a left neighborhood of \( \gamma = 1 \).\(^{14}\) Hence, our analysis confirms the conjecture in Rieder and Bäuerle (2005), p. 376, on the monotonicity of \( \hat{\pi}_\gamma \), w.r.t. \( \gamma \).

(ii) The difference \( \hat{\pi}_\gamma - \pi^m_\gamma \) is such that

\[
\lim_{\gamma \to -\infty} \hat{\pi}_\gamma - \pi^m_\gamma = \lim_{\gamma \to 0^-} \hat{\pi}_\gamma - \pi^m_\gamma = 0 \quad \text{and} \quad \lim_{\gamma \to 1^-} \hat{\pi}_\gamma - \pi^m_\gamma = +\infty,
\]

(65)

\(^{14}\)See Remark 11 for this problem in the gaussian setting.
where, as before, the last limit relies on the existence of the portfolios in a left neighborhood of $\gamma = 1$. Furthermore, there exists $-\infty < \gamma \leq 0$ such that $\hat{\pi}_\gamma - \pi^m_\gamma$ is increasing for all $\gamma \geq \gamma$, albeit such a difference is not increasing for all $\gamma \in (-\infty, 1)$, contrary to what has been conjectured in Rieder and Bäuerle (2005), p. 376.\footnote{Notice that in Rieder and Bäuerle (2005) the portfolio represents the fraction of wealth invested in the risky asset rather than the amount, but this does not affect the validity of our results also in their setting.}

(b) Case $\eta = 1$. Then,

$$
\hat{\pi}_\gamma(t, x, y) = \left(\frac{x}{\sigma(1 - \gamma)} + \frac{e^{-r(T-t)}}{\sigma \beta}\right) \int_R \hat{\Theta}(T, y + z)q(t, y, z; \gamma)dz,
$$

(66)

and

$$
\hat{\pi}_\gamma(t, x, y) - \pi^m_\gamma(t, x, y) = \left(\frac{x}{\sigma(1 - \gamma)} + \frac{e^{-r(T-t)}}{\sigma \beta}\right) \times \int_R \hat{\Theta}(T, y + z)(q(t, y, z; \gamma) - q(t, y, z; 0))dz.
$$

(67)

By Remark 1, the first factor in the LHS of (67) is positive, it is increasing w.r.t. $\gamma$, if $x \geq 0$, and (strictly) decreasing, if $x < 0$.

- If $x \geq 0$, the behaviors of $\hat{\pi}_\gamma$ and $\hat{\pi}_\gamma - \pi^m_\gamma$ are identical to case 3(a) except for the limits as $\gamma \to -\infty$, which are computed according to Proposition 2, and the monotonicity of $\hat{\pi}_\gamma - \pi^m_\gamma$, where, depending on the distribution of $\Theta$ and/or the value for $x$, we may have $\gamma = -\infty$ (i.e. the difference might be increasing in its entire domain).

- If $x < 0$, then $\gamma \leq 1 + x \beta e^{r(T-t)} < 1$, the limits of $\hat{\pi}_\gamma$ and $\hat{\pi}_\gamma - \pi^m_\gamma$, as
\( \gamma \to -\infty \), are as before, and there exists \( \bar{\gamma} < 1 + x \beta e^{(T-t)} \) such that \( \hat{\pi}_\gamma - \pi^m_\gamma \) is increasing for all \( \gamma \leq \bar{\gamma} \).

**Remark 10** The quantity

\[
\frac{\hat{\pi}_\gamma - \pi^m_\gamma}{\pi^m_\gamma} = \frac{\hat{\pi}_\gamma}{\pi^m_\gamma} - 1
\]

(68)

could be defined as relative hedging demand for uncertainty, whose properties can be easily deduced from Theorem 6 and remarks thereafter.

If the market price of risk \( \Theta \) is not constant in sign then, in general, Theorem 6 and its Remarks no longer hold – an exception is the case of a gaussian prior (see Subsection 3.1 ahead) – as the numerical example in Rieder and Bäuerle (2005), Figure 2 page 376, shows.

For the sake of completeness, we present also the portfolio ratios for logarithmic and exponential investors. By Remark 4, \( \frac{\hat{\pi}_\text{log}(t, x, y)}{\pi^m_\text{log}(t, x, y)} \) is identically equal to 1. Whereas, for exponential preferences, if \( \Theta \) is constant in sign, the stochastic order technique used in the proof of Theorem 6, item (ii), proves

\[
0 \leq \frac{\hat{\pi}_\text{exp}(t, x, y)}{\pi^m_\text{exp}(t, x, y)} \leq 1,
\]

(69)

for all \( (t, x, y) \in [0, T) \times D_{\text{exp}} \times \mathbb{R} \). This could also be established by observing that Theorem 6, item (ii), and Proposition 2 imply

\[
\frac{\hat{\pi}_\text{exp}(t, x, y)}{\pi^m_\text{exp}(t, x, y)} = \lim_{\gamma \to -\infty} \frac{\hat{\pi}_\gamma(t, x, y)}{\pi^m_\gamma(t, x, y)} \leq 1,
\]

(70)
for all $(t, x, y) \in [0, T] \times D_{\text{exp}} \times \mathbb{R}$.

### 3.1 The optimal portfolio with a Gaussian prior

If the prior of $\Theta$ is normally distributed with mean $m$ and variance $v^2$, then the integrals in (16), (21), and (38) may be computed explicitly to yield, respectively:\footnote{Cf. Rogers (2001), Section 6.}

$$F(t, y) = \frac{1}{\sqrt{1 + v^2 t}} \exp \left( \frac{(m + v^2 y)^2}{2v^2(1 + v^2 t)} - \frac{m^2}{2v^2} \right),$$ $$(71)$$

$$\hat{\Theta}(t, y) = \frac{m + v^2 y}{1 + v^2 t},$$ $$(72)$$

and

$$\hat{\pi}_\gamma(t, x, y) = \left( \frac{x}{\sigma(1 - \gamma)} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \hat{\Theta}(t, y) \frac{(1 - \gamma)(1 + v^2 t)}{(1 - \gamma) - \gamma v^2 T + v^2 t}.$$ $$(73)$$

This case is considered in Brennan (1998), but no explicit solutions are provided and the analysis relies on numerical simulations. In particular, in Brennan (1998), the author assumes standard power preferences and the portfolio represents the fraction of wealth invested into the risky asset; hence, the optimal portfolio in that setting (equation (9), page 300) is given by (73) with $\eta = 0$ and $x = 1$.

**Remark 11** Existence and finiteness of portfolio (73) are guaranteed under

\footnote{In Brennan’s notation, the portfolio $\alpha$ numerically approximated in Table I, page 302, has the following analytic form: $\alpha = (m_0 - r) / (\sigma^2(1 - \gamma - \gamma(v_0/\sigma)^2 T))$.}
the condition \((1 - \gamma) - \gamma v^2 T > 0\) (cf. Karatzas and Zhao (2001), Remark 5.6). Hence, the analysis of \(\hat{\pi}_\gamma, \hat{\pi}_\gamma / \pi^m_\gamma,\) as well as \(\hat{\pi}_\gamma - \pi^m_\gamma,\) w.r.t. \(\gamma,\) makes sense only for \(\gamma < 1/(1 + v^2 T) < 1.\)

Now, for all \(\gamma < 1/(1 + v^2 T) < 1,\) the ratio

\[
\frac{\hat{\pi}_\gamma(t,x,y)}{\pi^m_\gamma(t,x,y)} = \frac{(1 - \gamma)(1 + tv^2)}{(1 - \gamma) - \gamma v^2 T + v^2 t},
\]

is positive, has limit 1 as \(\gamma \to 0,\) and is increasing with respect to \(\gamma.\) Therefore, with reference to Theorem 6, the constancy in sign of the market price of risk \(\Theta\) represents only a sufficient condition for the claimed properties of the portfolio ratio \(\hat{\pi}_\gamma / \pi^m_\gamma.\) Furthermore, similarly to Remark 7, we have

\[
\text{sign}(\hat{\pi}_\gamma(t,x,y)) = \text{sign}(\pi^m_\gamma(t,x,y)) = \text{sign}(\hat{\Theta}(t,y))
\]

and (58) holds. Here, our analysis disagrees with Brennan (1998) where the author seems to claim that if \(\gamma > 0\) then \(\hat{\pi}_\gamma \geq \pi^m_\gamma,\) and if \(\gamma < 0,\) then \(\hat{\pi}_\gamma \leq \pi^m_\gamma,\) at least if we should take literally a proposition on the Abstract at page 295 (see also page 300). But, as our study shows, this is true if and only if \(\hat{\Theta}(t,y) \geq 0\) and, in a gaussian setting, we may very well have \(\hat{\Theta}(t,y) \leq 0,\) in which case the order between the portfolios is reversed. Hence, the precise statement on page 295 should read as follows: “... the possibility of learning about the mean return on the risky asset induces the investor to take a larger or smaller position, in absolute value, in the risky asset than she would if there were no learning, the direction of the effect depending on whether the
investor is more or less risk tolerant than the logarithmic investor.”

The hedging demand in the gaussian setting becomes

$$\hat{\pi}_\gamma(t, x, y) - \pi^m_\gamma(t, x, y) = \left( \frac{x}{\sigma(1 - \gamma)} + \frac{\eta e^{-r(T-t)}}{\sigma \beta} \right) \hat{\Theta}(t, y) \frac{\gamma v^2(T-t)}{(1 - \gamma) - \gamma v^2 T + v^2 t},$$

and the analysis as well as the conclusions about monotonicity of $\hat{\pi}_\gamma$ and $\hat{\pi}_\gamma - \pi^m_\gamma$ with respect to $\gamma$ are, depending on the sign of $\hat{\Theta}(t, y)$, similar to those of Remark 9. Moreover, the relative hedging demand (see Remark 10) takes the following very simple form:

$$\frac{\hat{\pi}_\gamma - \pi^m_\gamma}{\pi^m_\gamma} = \frac{\gamma v^2(T-t)}{(1 - \gamma) - \gamma v^2 T + v^2 t},$$

which dramatically explodes as $\gamma \to (1 + v^2 t)/(1 + v^2 T) < 1$, meaning that the effects of uncertainty may be very relevant in the portfolio allocation for certain power investors.

The optimal portfolios for logarithmic and exponential investors in the gaussian setting can be obtained by computing the limits of (73), respectively, as $\gamma \to 0$ and as $\gamma \to -\infty$.

4 Conclusions

In this paper we study the problem of maximizing the expected utility from terminal wealth for HARA investors when the market price of risk is represented by an unobservable random variable with known general prior distri-
bution. We solve the problem and compare the optimal portfolio with the corresponding myopic strategy, that is the portfolio obtained by first solving the investor’s maximization problem by considering the market price of risk a given parameter and then replacing the latter with its conditional expected value. We show that, if the prior for the market price of risk is constant in sign, then the ratio between the portfolio under partial observation and the corresponding myopic case is increasing with respect to the degree of risk tolerance (to be precise, the ratio is increasing with respect to the sensitivity of absolute risk tolerance to wealth). This has a number of consequences such as: 1) The absolute value of portfolio under partial observation is increasing with respect to risk tolerance and it is larger than the myopic counterpart if and only if the investor is more risk tolerant than the logarithmic investor (Remark 7); 2) The absolute hedging demand against uncertainty is increasing at least for degree of risk tolerance sufficiently high (Remark 9); 3) The relative hedging demand is increasing for all possible degree of risk tolerance (Remark 10).

The model presented in this paper can be further studied in a number of ways. First, a question of interest is what other types of prior distributions guarantee the properties established in Theorem 6 for the portfolios ratio. A second issue worth of investigation is the loss of utility for a myopic investor (a sort of cost of myopia). Finally, it would be interesting to compare the optimal portfolio under partial observation with the case where the market price of risk is a completely observable random variable (some works have already begun the exploration of this issue, see, for instance, Karatzas and
Zhao (2001) and Brendle (2006)). All these are subjects for future research.
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